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Abstract. This paper surveys the work to date on Ivy, a language and
a tool for the formal specification and verification of distributed sys-
tems. Ivy supports deductive verification using automated provers, model
checking, automated testing, manual theorem proving and generation of
executable code. In order to achieve greater verification productivity,
a key design goal for Ivy is to allow the engineer to apply automated
provers in the realm in which their performance is relatively predictable,
stable and transparent. In particular Ivy focuses on the use of decidable
fragments of first-order logic. We consider the rationale or Ivy’s design,
the various capabilities of the tool, as well as case studies and applica-
tions.
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1 Introduction

Ivy is a language and a tool for the formal specification and verification of
distributed systems. The rationale underlying Ivy is that, to achieve a high degree
of productivity in verification, the system, its representation and its proof must
be designed in advance to take maximum advantage of automated provers while
avoiding their weaknesses. Ivy is open-source software and is freely available
under an MIT license [25].

The use of automated provers in program verification has a long history, going
back to the work of Nelson and Oppen [28,29] and the Boyer-Moore prover [9].
More recent systems include ESC Java [12], Dafny [22] and F* [40]. Program
proofs using such tools are typically more succinct than proofs using tactical the-
orem provers such as Coq [4] and Isabelle/HOL [30] by one or two orders of mag-
nitude (e.g., compare the Ironfleet project [14] using Dafny to the Verdi [42,43]
project using Coq). However, it is unclear that this succinctness leads to a pro-
portionate improvement in verification productivity. In practice, users struggle
with the unpredictability, instability and lack of transparency of the automated
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verifiers [11, Section 9.1]. Particularly problematic is the heuristic instantiation
of quantifiers. This leads to unpredictable failures that are extremely hard to
diagnose and may be triggered by small, seemingly irrelevant changes in the
prover’s input. By lack of transparency, we mean that no clear indication is
given of the cause of failures. It is somewhat as if one were trying to develop a
software system using a compiler that randomly failed to produce code, with-
out producing any useful error message. In an iterative development process
requiring frequent recompilations, this would be untenable.

To try to realize the verification productivity that automated provers promise,
the design of Ivy starts with two basic choices: a prover and an application do-
main in which we wish to produce efficient verified systems. The chosen prover
(at least initially) is Microsoft Z3 [27], a high-performance SMT solver [3] that
supports satisfiability queries in full first-order logic modulo a variety of theories.
The chosen application domain is distributed systems. The primary design goal
of Ivy is to allow an engineer to quickly and intuitively reduce the proof of a
distributed system to proof goals in a logical fragment for which Z3 is a decision
procedure. We can think of Ivy as a test of the following three-part hypothesis:

1. Predictability, stability and transparency of proof automation lead to greater
verification productivity,

2. Within the decidable fragments used by Ivy, the Z3 prover has these prop-
erties, and

3. With appropriate language and tool support, a we can reduce proofs of
distributed systems to subgoals in this fragment.

2 Language Design

The use of decidable logics also has a long history in program verification. The
choice of a logic generally depends on the application domain. For example, Klar-
lund proposed the use monadic second-order logic (MSO) for reasoning about
manipulations of inductive data structures [15]. For distributed protocols, we
posit that decidable fragments of first-order logic are more appropriate, since
these protocols usually lack recursive structures, and uninterpreted relations
and quantifiers can be used to reason about the multiple nodes or threads, as
well as messages, values, and other objects of the system.

The classical example of a decidable fragment of first-order logic is the
Bernays-Shönfinkel-Ramsey fragment (also known as EPR, for “effectively propo-
sitional”). This consists of formulas without function symbols, whose quantifier
structure is ∃ ∀ in prenex normal form. We can extend this in various ways. For
example, in a many-sorted setting, we can allow function symbols that are strat-
ified (i.e., there are no cycles in the graph that the function symbols and the ∀ ∃
quantifier alternations induce on the sorts). From this we observe that (1) quan-
tifier structure is critical, and (2) function symbols and quantifier alternations
should be used cautiously.
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2.1 Ivy’s procedural language

These considerations motivate several important design decisions in Ivy. First,
the programming language is imperative rather than functional. Partly this is
motivated by decidability. Often, though we are computing a total function,
we do not wish to specify it as such, since this could contribute to a function
cycle. Instead, we use a procedure and specify only partial correctness. Generally
speaking, we avoid any unnecessary assumptions of totality or termination for
decidability reasons. Second, the only primitive data type is the Boolean type.
This is because primitive data types would introduce both total functions and
axioms whose quantifier structure could be problematic. Instead, variables in Ivy
hold first-order relations and functions over uninterpreted sorts as their values.
This gives the user control of the use of function symbols. By preference, when
reasoning about concrete data, we use relational abstractions whose axioms are
expressible in the decidable fragment.

Finally, Ivy generates verification conditions (VC’s) using the weakest pre-
condition calculus, much like other tools, such as Dafny. The primitive constructs
of the language have been chosen so that, not only are the VC’s always expressed
in first-order logic, but their quantifier structure is apparent from the program
source. These considerations are discussed in more detail in [38], which describes
the basic procedural language, which has since been extended.

Within these constraints, Ivy’s programming language is designed to be as
expressive as possible. We can express in Ivy any update to the variables whose
transition relation is expressible in first-order logic, using relational and func-
tional updates with free parameters. For example, the following assignment state-
ment removes the pairs (x, Y ) from relation r, for all Y :

r(x,Y) := false

The capitalized symbol Y is treated implicitly as a free parameter. The transition
relation of this statement can be expressed as

∀X,Y. r′(X,Y ) = false if X = x else r(X,Y )

We can also create pure first-order function closures. For example, this assign-
ment computes a function f from the current value of the function g and a
variable v:

f(X) := g(X,v)

While the semantics of this is easily expressed in first-order logic, compiling it
is a bit more subtle. The compiler creates a closure that captures the values of
g and v, allowing function f to be evaluated on demand.

Other first-order expressible updates, such as relational joins, are also possi-
ble. With quantifiers and parameterized updates, it is possible to describe pro-
cedures that are not actually computable. The compiler handles only a subset
of the language in which finite bounds on quantifiers can be statically inferred.
Uncomputable updates are still useful, however, in writing specifications.
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2.2 Modularity

Another important generalization we can make about decidability is that mixing
theories and quantifiers is problematic. For example, quantifier-free integer linear
arithmetic with function symbols is decidable, but adding quantifiers makes it
undecidable. Moreover, by mixing procedures that use function symbols, we
might create a cycle in the function graph and thus also lose decidability.

Ivy’s answer to this conundrum is modularity. That is, we hide problematic
theories or functions inside modules, to prevent their combinations from tak-
ing us outside the decidable fragment. As a very simple example, suppose we
require an index type t that forms a discrete total order. We implement this
type in a module I which provides an interface with certain operations, such as
incrementation (i.e., computing the successor of a value), and guarantees cer-
tain properties, such as the axioms of total order. Type t is interpreted as the
integers, that is, we instantiate the integer arithmetic theory for type t, giving
us interpretations for the signature {0, 1,+, <, . . .} over this type. However, only
module I sees this interpretation. Since its VC’s are quantifier free, Z3 can de-
cide them using its integer arithmetic theory. An application module A using
the index type t sees only its abstract specification, and not the integer theory.
Thus, it can use quantifiers safely. As we will observe in Section 4, this principle
can be applied in more complex situations, for example in refining an abstract
protocol model to an implementation.

To enforce the separation of theories, modularity in Ivy is quite strict. The
specification of a module is never allowed to reference internal state of the mod-
ule. Rather, the specification of a module provides an abstract notion of state.
This consists of a collection of monitors: procedures that synchronize with call
and return events at the interface, updating the abstract state. The monitors
contain assertions that act as either assumptions or guarantees for the modules.
Stateful monitors can be used, for example, to specify the interfaces of concrete
services, such as networking layers, or abstract models that are used only in the
proof.

2.3 The fragment checker

The decidable fragment used by Ivy is called the Finite Almost Uninterpreted
fragment or FAU [13], which is supported by Z3. FAU generalized the many-
sorted extension of EPR, and also allows restricted combination of quantifiers
and linear arithmetic. The Ivy verifier generates the verification conditions for
a program and checks syntactically that they fall into the FAU fragment. If
not, it provides a diagnostic message that explains the failure (for example, it
presents an illegal cycle of function symbols). This is important from the point
of view of transparency. That is, if a VC cannot be verified, some feedback must
be provided to help the user correct the situation and continue developing the
proof.
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3 Expressiveness of Decidable Fragments of First-Order
Logic

Much of the verification using Ivy is done in a many-sorted extension of the EPR
fragment of first order logic that allows only allows stratified or acyclic quantifier
alternations and function symbols. Since it is a fragment of first-order logic, it
may seem to be too restricted for challenging verification tasks. For example,
first-order logic cannot express properties of arithmetic, graph reachability, or
inductive data structures. Quite surprisingly, the work on Ivy shows that pure
first-order logic, and even a decidable fragment thereof, is powerful enough to
capture everything that is needed to verify several complex distributed protocols.

Transitive closure of deterministic paths can be expressed in EPR. This was
used in [18,17,16] for linked data structures, and these ideas can also be used to
represent tree topologies, such as forwarding trees of routing algorithms [35]. This
also generalizes to other topologies, including rings [38], that can be similarly
axiomatized in EPR, and more recently general graphs of out-degree one [32].
The key idea is to take the transitive closure as a primitive relation, and use a
formula to represent edges. This allows for a sound axiomatization, which is also
complete for finite models. That is, every finite model of the axioms corresponds
to a graph of the suitable class. Due to the finite model property of EPR, this
completeness ensures that counterexamples obtained in the verification process
are never spurious.

Another useful axiomatization is that of quorums. Many distributed protocols
employ quorums that are defined by thresholds on set cardinalities. For example,
a protocol may wait for at least N

2 nodes to confirm a proposal before committing
a value, where N is the total number of nodes. This is often used to ensure
consistency. In Byzantine failure models, a common threshold is 2N

3 , where at
most a third of the nodes may be Byzantine. First-order logic cannot completely
capture set cardinalities and thresholds. However, we can exploit the fact that
protocol correctness relies on rather simple properties that are implied by the
cardinality threshold, and that these properties can be encoded in first-order
logic.

The idea is to use a variant of the standard encoding of second-order logic
in first-order logic. We introduce a sort for quorums, that is sets of nodes with
the appropriate cardinality, and use a binary relation member to capture set
membership. (Alternatively, we can add a sort that represents general sets of
nodes, with a unary predicate over it that represents “being a quorum”.) Then,
properties that are needed for protocol correctness can be axiomatized in first-
order logic.

For example, the fact that any two sets of at least N
2 nodes intersect is crucial

for many consensus protocols. This property can be expressed in first order logic:

∀q1, q2 : quorumi. ∃n : node. member(n, q1) ∧ member(n, q2)

For Byzantine consensus algorithms that use sets of at least 2N
3 nodes, they key

property is that any two quorums intersect at a non-Byzantine node. This can
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also be expressed in first-order logic:

∀q1, q2 : quorumii. ∃n : node. ¬byz(n) ∧ member(n, q1) ∧ member(n, q2)

These ideas are used in [36,37] to verify multiple consensus protocols from
the Paxos [19,20] family, showing that properties that are expressible in first-
order logic can be used to prove challenging protocols. For several variants, this
provided the first mechanical safety proof.

4 Using Modularity to Verify Implementations

While the techniques outlined in Section 3 allow one to verify distributed pro-
tocols at the abstract protocol level, they do not suffice to verify an executable
implementation. For verified executable implementations, we want to replace
the notion of axioms with a notion of interface specification in a modular, as-
sume/guarantee style. That is, we would like most of the proof to rely on first-
order properties such as total order or quorum intersection, but then we would
like to produce a concrete implementation, and prove that it satisfies these prop-
erties.

Concrete implementations rely on concrete data types such as integers, and
data structures such as arrays. Ivy includes a built-in library of several concrete
types with their specifications, and allows users to create user defined data types
via a module system. Verification of concrete data type implementations is car-
ried out in decidable theories, most commonly the FAU fragment mentioned ear-
lier. This fragment allows restricted combination of quantifiers and arithmetic,
and is supported by Z3. In [41], well-known modular verification techniques are
applied to separate such theory reasoning, allowing the global protocol verifica-
tion to be done in pure first-order logic (and EPR), while theories are isolated to
particular implementation modules (for example, a module implementing finite
sets with a quorum predicate).

An important tactic in that work is to use modularity to break cycles of func-
tion symbols or quantifier alternations. For example, if verification requires both
a function (or ∀ ∃ quantifier alternation) from sort A to sort B, and a function
from sort B to sort A, then a possible solution is to break the problem into two
modules, where each module can be verified with only one of the functions, thus
avoiding cycles.

A typical approach is to introduce a “ghost” module that formalizes an ab-
stract model of the protocol. The state of the ghost module is usually encoded
using relations, allowing us to verify global properties of the protocol using EPR.
The interface of the ghost module is called in the implementation module at the
“commit points” of abstract operations. Thus, by assume/guarantee reasoning,
we can use the proved properties of the ghost module as lemmas in the proof
the the implementation module. This allows us to use some quantifier alterna-
tions when proving the implementation module, and other quantifier alternations
when proving the abstract protocol module, even though combining them would
create cycles.
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Although the approach uses only modular assume/guarantee reasoning in
the proof, this method is still related to approaches based on refinement map-
pings [2]. In this case, an inductive invariant relating the ghost module’s interface
state and the implementation state takes the role of the refinement mapping. Al-
though prophecy variables could in principle be used, this was found in [41] to
be unnecessary in practice, as we have the flexibility to make the ghost module
deterministic.

In [41], these principles are applied to obtain verified implementations of
both Multi-Paxos and Raft [31]. The obtained implementations have perfor-
mance that is on par with other verified and unverified implementations, and
the proof burden is much lower compared to other verified implementations such
as Verdi [42,43] (using Coq) and IronFleet [14] (using Dafny and Z3). Applying
this methodology requires us to carefully consider the functional dependencies
in the system while planning the specification and proofs. This effort was more
than repaid, however, by the predictability, stability and transparency of Z3
when applied to proof goals in the decidable fragments. Overall, restricting the
proof automation to the decidable fragments did not appear to be an insuperable
obstacle and in practice resulted in more concise proofs.

5 Liveness and Temporal Verification

Safety properties can be proven using inductive invariants. However, liveness
properties of infinite-state systems are usually proven using ranking functions or
well-founded relations. Unfortunately, pure first-order logic (without theories)
cannot express the required rankings or the notion of a well-founded relation
or well-ordered set. Therefore, it may seem that liveness verification cannot be
done in pure first-order logic. However, a new technique [33] integrated into Ivy
shows that on the contrary, the formalism of first-order logic provides a unique
opportunity for proving liveness and temporal properties.

The technique exploits the flexibility of representing states as first-order
structures, and uses first-order temporal logic (FO-LTL) (e.g., [23,1]) for tem-
poral specification. This general formalism provides a powerful and natural way
to model temporal properties of infinite-state systems. It naturally supports
both unbounded parallelism, where the system is allowed to dynamically create
processes, and infinite-state per process. Unbounded-parallelism usually requires
infinitely many (or quantified) fairness assumptions (e.g., that every thread is
scheduled infinitely often in a program with dynamic thread creation, where an
infinite trace can have infinitely many threads). This is fully supported by the
formalism and the developed proof technique.

The technique developed in [33] and implemented in Ivy is based on a novel
liveness-to-safety reduction, that reduces temporal verification (expressed in FO-
LTL) to safety verification of an infinite-state system expressed in first-order logic
without temporal operators. This allows us to leverage existing safety verifica-
tion techniques, and the other techniques implemented in Ivy, to verify liveness
and temporal properties. While such a reduction cannot be complete for com-
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plexity reasons3, it is sound, and it was successful in proving liveness of several
challenging protocols, including the first mechanized liveness proofs of Stoppable
Paxos [21], and the TLB Shootdown algorithm [7].

The liveness-to-safety reduction is based on an abstract notion of acyclic-
ity, using dynamic abstraction. For finite-state systems, liveness can be proven
through acyclicity (the absence of fair cycles). This is the classical liveness-
to-safety reduction of [5]. This also works for parameterized systems, where
the state-space is finite (albeit unbounded) for every system instance [39]. For
infinite-state systems, the acyclicity condition is unsound (an infinite-state sys-
tem can be acyclic but non-terminating). The liveness-to-safety reduction with
dynamic abstraction defines a finite abstraction that is fine-tuned for each exe-
cution trace, while abstracting only the cycle detection aspect (rather than the
actual transitions of the system). Such fine-tuned abstraction is made possible
by exploiting the symbolic representation of the transition relation in first-order
logic, as well as the first-order formulation of the fairness constraints. The full
details are explained in [33].

An additional novel mechanism [34] implemented in Ivy that enhances the
proof power of the liveness-to-safety reduction is temporal prophecy and temporal
witnesses. Here, the idea is to augment the system with additional temporal
formulas that are not part of the specification, and also with additional constant
symbols that are essentially Skolem witnesses for temporal formulas. In addition
to increasing the proof power, temporal witnesses also facilitate verification of the
resulting safety problem using EPR. By introducing a temporal witnesses, one
can often eliminate quantifier alternations in the resulting verification conditions.
The idea is that a temporal witness is used to name a particular element (e.g.,
the thread that is eventually starved), and then the inductive invariant can be
specified for this particular constant, rather than with a quantifier. In several
cases we considered, this allowed to eliminate quantifier alternation cycles. In Ivy,
temporal prophecy formulas are derived from an inductive invariant provided by
the user (for proving the safety property resulting induced by the liveness-to-
safety reduction), which provides a seamless way to prove temporal properties.

6 Additional Topics

6.1 Compositional simulation

As described in Section 2, module specifications in Ivy are stateful monitors.
An additional use for these monitors is to generate tests for the module using
a compositional testing approach [8]. That is, by symbolically executing the
monitor in a given state, we can derive a predicate that represents all of the
legal input values for a given procedure in that state. By sampling randomly
from the satisfying assignment of this predicate, we can generate sequences of a

3 The temporal verification problem in this setting is Π1
1 -complete [1], while safety

verification is in the arithmetical hierarchy.
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test inputs. For example, in a client/server protocol, Ivy can take the role of the
client in testing the server, or the server in testing the client.

This modular approach to test generation has several advantages. First, com-
pared to traditional unit testing, it has the advantage that it is in a limited sense
complete. That is, we have a formal assume/guarantee proof that correctness of
the modules implies correctness of the system. This means that if the system
does not actually satisfy its specification, there is some unit test that exposes
this (though this test might be generated with low probability). Compared to
integration testing, the advantage is that it is easier to cover the behaviors of
a module by stimulating its inputs directly rather than the system-level inputs.
This is particularly important in the case of concurrent systems, which suffer
from an explosion of interleavings. Because the module has less concurrency
than the system, its possible interleavings are more easily explored.

In [26], this method is used to verify the hardware building blocks of a mod-
ular cache coherence system for the RISC-V processor architecture, based on
a formal specification of the coherent interface. The approach was able to find
subtle timing bugs in the RTL-level implementations, and also provides a lim-
ited guarantee that, if every block passes all possible tests, then the system as a
whole provides the required memory coherence properties.

Specification-based testing also gives a way to check parts of the “trusted
base” of Ivy, for example the networking interface, which is based on system
services that cannot be formally verified.

6.2 Abstract model checking

Propositional LTL is another example of a decidable logic. Satisfiability prob-
lems in this logic can be reduced to circuit representations in a standard for-
mat [6] that can be checked by highly efficient hardware model checkers such as
ABC [10]. Ivy can exploit such model checkers by means of an abstraction. As
in an SMT solver, the first-order transition relation is reduced to its “proposi-
tional skeleton” by replacing each atomic formula with a free Boolean variable.
Though all of the theory information is lost by this transformation, some can be
regained by a process of “eager instantiation” of the theory axioms. This process
can be controlled by the user by providing a collection of axiom schemata to be
instantiated or by applying standard libraries of such schemata. The user can
also increase precision by adding history and prophecy variables.

In [24] this approach is tested on a collection of distributed protocols. The
ability of the model checker to automatically synthesize part of the system’s
inductive invariant is seen to substantially reduce the complexity of the invariants
that must be provided manually.

6.3 Manual theorem proving

It some cases, it may be necessary to fall back on detailed manual proof. For
this purpose, Ivy provides a collection of proof tactics that can be used to manu-
ally transform proof goals. A standard library provides complete proof rules for
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first-order logic in the natural deduction style. These can be used where needed
for reasoning about specifications that are outside the decidable fragment, for
example, to apply induction over the natural numbers using the Peano induc-
tion axiom. That is, while Ivy restricts automated proof generation to decidable
fragments, manual proof is not restricted in this way.

7 Conclusion

A key design goal for Ivy is to allow the engineer to apply automated provers
in a realm in which their performance is relatively predictable, stable and trans-
parent. Ivy differs from other program verification tools, such as Dafny and
F*, primarily in that its language and features have been designed based on
the capabilities of a particular automated prover and the needs of a particular
application domain. Ivy’s design allows users to structure specifications, imple-
mentations and proofs to make maximum use of the capabilities of the prover
while avoiding its weaknesses, particularly in the area of heuristic quantifier
instantiation.

Case studies have provided preliminary evidence that such a methodology is
practical, and that the resulting predictability, stability and transparency of the
prover improves overall verification productivity. To some degree, this confirms
the three-part hypothesis of the introduction. In particular, it appears that the
performance of Z3 is substantially more stable within the decidable fragments,
and that, with appropriate language and tool support, the restriction of automa-
tion to the decidable fragment is not unduly burdensome. Still, more experience
is needed to say with certainty that this trade-off is the right one within the
chosen domain and to validate the various design decisions.

Liveness proofs are yet to be integrated with Ivy’s modular assume/guarantee
reasoning. This is needed to verify liveness of system implementations, rather
than abstract protocols. For this, module interfaces may need to be expressed
in temporal logic, such that one module’s liveness property becomes another
module’s fairness assumption. Other important issues have yet to be addressed,
for example the verification of security or privacy properties. In the long run,
the large size of the trusted computing base in Ivy must also be addressed.

Ultimately, the goal of the project is to realize in practice the promise of
greater verification productivity inherent in powerful proof tools such as Z3.
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